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A nematic liquid crystal in contact with a solid substrate is considered. Three types of sur-

face phenomena are discussed: anchoring, wetting and surface phase transitions, which

involve symmetry breaking in the surface layer. Where possible, we reveal relations be-

tween these phenomena. We concentrate on the following problems: anchoring on

anisotropic substrates, the force balance equation at the nematic-isotropic-substrate con-

tact line, the behaviour of the line tension in the thermodynamic limit, and the onset of the

smectic-A order in the surface layer close to the bulk transition to the smectic-A phase.

All these problems are studied in the framework of the Landau-de Gennes formalism.

Possible directions of future studies are discussed.
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I. INTRODUCTION

In liquid crystals the molecular orientational degrees of freedom have a great in-

fluence on the fluid structure [1]. The presence of orientational order is a characteris-

tic feature of all liquid crystal phases. While in the nematic phase this is the only type

of order, smectic phases have in addition a layered structure. Thus, they also exhibit a

positional order at least in one dimension. The direction of preferred molecular align-

ment, defined by a unit vector �n called the director, can be manipulated with electric

and magnetic fields, and also through coupling to surfaces. Needless to say, the prac-

tical applications of liquid crystals in electro-optical devices are based on this phe-

nomenon.

In the absence of bulk external fields, a particular orientation of �n in a liquid crys-

tal sample can be achieved due to a limiting surface, e.g., the surface of a substrate in

contact with the liquid crystal. The effect of the surface on orientation of �n is twofold.

Firstly, it breaks the translational symmetry of the sample. Thus, a molecule close to

the surface has fewer nearest neighbours than a molecule in the bulk, which effec-

tively modifies the fluid-fluid interactions in the layer adjacent to the substrate. Sec-

ondly, the direct fluid-substrate interactions may favour a particular orientation of
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molecules with respect to the surface. In consequence, there exists a set of orienta-

tions of �n, discrete or continuous, for which the free energy of the liquid crystal is

minimal. This phenomenon is called anchoring [2,3], and the anchoring direction cor-

responds to the minimum of the free energy. The orientation of �n, chosen by the sur-

face, depends on the details of both the fluid-fluid and the fluid-substrate interactions.

Moreover, the symmetry of the substrate is also an important factor [4–17]. There-

fore, various types of anchoring can be observed. For isotropic substrates, anchoring

can be either monostable or continuously degenerated. In the first case �n is perpendic-

ular to the surface (homeotropic anchoring), whereas in the second case �n is either in

the plane of the surface (planar anchoring) or tilted with respect to it (conical anchor-

ing). A discrete set of anchoring directions can be obtained in the case of anisotropic

substrates. Examples of anisotropic substrates are SiOx films evaporated under

oblique incidence [4–6] or microtextured substrates [18,19].

When a liquid crystal phase coexists with an isotropic phase, which can be either

an isotropic liquid or a vapour, or when two liquid crystal phases coexist, then the in-

terface between two phases plays the role of a limiting surface. The presence of the

interface breaks the translational symmetry of the system. Since spatial inhomogeneities

couple to orientational degrees of freedom, the orientational symmetry is also broken.

In other words, there exist orientations of �n preferred by the interface, and this phe-

nomenon is known as anchoring at the interface. It is analogous to anchoring on a

solid substrate, although it occurs entirely due to modification of the effective

fluid-fluid interactions in the inhomogeneous interfacial region. The simplest exam-

ples of liquid crystal interfaces are the nematic-isotropic (NI) and the nematic-vapour

(NV) interfaces.

In the absence of bulk external fields, anchoring is responsible for the average

orientation of liquid crystal molecules in the bulk. However, anchoring is a surface

phenomenon, as it stems from the presence of a limiting surface in the system. While

orientational anchoring is specific to liquid crystal systems, wetting – another well

known surface phenomenon – can be observed in very different systems such as sim-

ple and complex fluids, mixtures, and solids [20–23]. Wetting may occur whenever

two phases coexist in the presence of a third spectator phase. Here, we restrict our-

selves to two-fluid phase coexistence when the spectator phase is a rigid solid. Then

the balance of forces at the contact line leads to the Young condition, which relates the

contact angle with the three surface tensions. If the contact angle is different from

zero or �, partial wetting occurs. Otherwise wetting is complete, which means that a

macroscopic film of one of the coexisting phases completely covers the spectator

phase. Compared to simple fluids and their mixtures, wetting in liquid crystal systems

is much more complex, since it involves not only variations of the density or concen-

trations but also variations of the local symmetry axes and order parameters. Re-

cently, there has been a growing interest in the relation between wetting and

anchoring in liquid crystal systems [24–28]. In the context of partial wetting, it is nat-

ural to ask whether the Young condition is modified, if there is a liquid-crystalline

phase involved, and if it is, how it is related to anchoring.
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A third kind of surface phenomena, which have no counterpart in simple fluid

systems, is surface symmetry-breaking transition. For instance, let us consider a liq-

uid crystalline phase in contact with a solid substrate. It is possible that when the tran-

sition to another liquid-crystalline phase of lower symmetry is approached, the onset

of the new phase first appears in a thin surface layer, while the bulk remains in the

higher symmetry state. An example of such a transition is the onset of the nematic

phase in the surface layer when the bulk fluid is still isotropic [29–31]. It can occur

when the planar alignment of molecules at the substrate is preferred. Then the uniax-

ial symmetry of the system can be broken and a biaxial surface layer appears. This

uniaxial-biaxial surface transition was predicted some time ago in the framework of a

Landau-de Gennes model. Later theoretical studies and very recent computer simula-

tions of hard rods at a hard wall have confirmed these predictions [32,33].

Above we have outlined three kinds of surface phenomena in liquid crystal sys-

tems. The purpose of this short review is to present specific examples of these surface

phenomena and, where possible, to show relations between them. The plan of the pa-

per is as follows: In the next section we consider anchoring on anisotropic substrates.

In section III, we derive a generalized Young equation for the nematic-isotropic-

substrate contact line in conditions of partial wetting of the substrate by the nematic

phase. Section IV is devoted to a surface phase transition, in which a smectic-A sur-

face order appears above the bulk nematic–smectic-A transition. All these problems

are studied in the framework of the Landau-de Gennes formalism. Finally, the conclu-

sions and discussion are presented in section V.

II. ANCHORING ON ANISOTROPIC SUBSTRATES

Let us consider a nematic liquid crystal in contact with a flat solid substrate. The z

axis of the coordiante system is oriented normal to the surface of the substrate, which

is at z = 0. The limit z �� corresponds to the bulk nematic phase. To describe the sys-

tem on a mesoscopic scale we use the Landau-de Gennes theory of non-uniform ne-

matic liquid crystals [1,23,34,35]. We neglect the density changes and assume that the

only relevant variable is the nematic order parameter Q, a second rank, traceless and

symmetric tensor. In general, Q has five independent components but this number can

be reduced if there are some symmetries in the sytem.

The free energy density, f, has two contributions: the Landau free energy of a uni-

form system, fL, which must describe the NI coexistence, and the contribution due to

non-uniformities, fG, which has a square-gradient form. Thus, we have

f = fL + fG (2.1a)

fL = ATrQ
2 – BTrQ

3 + C(TrQ
2)2 (2.1b)

fG = 1/2(L1�kQij�kQij + L2�jQij�kQik + L3�kQij�jQik) (2.1c)
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where the indices run over x, y, z, �k = �/�rk, and the summation convention is as-

sumed. A is proportional to the temperature difference T – T*, where T* denotes the

limit of stability of the isotropic phase, and B and C, together with the elastic con-

stants L1, L2 and L3, are temperature independent material constants.

The interaction of the liquid crystal with the solid substrate is mimicked by a sur-

face free energy density, fs(Q0), where Q0 = Q(x, y, z = 0). The excess free energy due

to the presence of the substrate is a functional of Q given by

F[Q] = d r f f z fb s

3 [ ( , ) ( ) ( )]Q Q Q� � � � 	 (2.2)

where fb is the free energy density in the bulk, and 	(z) is the one-dimensional Dirac

delta function. This is the general form of the free energy functional. In this section,

however, we assume that Q depends only on z. Thus, the integration over the plane

parallel to the substrate (the xy plane) can be performed. To reduce the number of in-

dependent phenomenological parameters we assume fs in the following simple form

[36]

fs = –Tr(h
Q) (2.3)

where the surface field h can also be chosen as a symmetric and traceless tensor. The

molecular origin of (2.3) is the direct interaction between the liquid crystal molecules

and the substrate. A more general form of fs should also contain quadratic terms,

which correspond to the modification of the fluid-fluid interactions in the surface

layer. However, to study the effect of the reduced symmetry of the substrate on an-

choring directions it is sufficient to consider only linear terms.

The form of fs must be compatible with the symmetry of the substrate. In the iso-

tropic case, the only non-vanishing components of h are: hxx = hyy = –1/2hzz, hence, fs =

–3/2hzzQzz. Depending on the sign of hzz this leads to either homeotropic or planar an-

choring. A more interesting situation occurs when the substrate is anisotropic. In

other words, a particular direction in the xy plane has been chosen by some physical

process, and we assume that it is along the x axis. Moreover, we assume that the sub-

strate has the mirror symmetry y� –y. Then hxy = hyz = 0, thus, h has three independent

components: hxz and two diagonal components. The latter can be chosen at conve-

nience but have to satisfy the condition Trh = 0.

To obtain the anchoring directions we follow the standard procedure of mini-

mization of the free energy functional. This leads to a set of Euler-Lagrange equations

which have to be solved with proper boundary conditions. The details are presented in

[36], and here we only summarize the main results. In Fig. 1, we present schemati-

cally all anchoring directions compatible with the symmetry of the substrate assumed

above. There are four possible states. Two of them correspond to the bulk director in

the xz plane, which is the mirror symmetry plane. These two states are referred to as
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symmetric anchoring. When �n is parallel to the x axis we call it symmetric planar an-

choring, otherwise, it is called symmetric tilted anchoring. In both cases anchoring is

monostable, as the directions x and –x are not equivalent. The remaining two states

correspond, respectively, to the antisymmetric planar anchoring, with �n along the y

axis, and the asymmetric tilted anchoring, with �n tilted with respect to all three axes.

Since �n and its mirror image with respect to the xz plane correspond to the same free

energy asymmetric tilted anchoring is bistable. Note that antisymmetric planar an-

choring is monostable as the orientations �n and – �n are physically equivalent.

To present the phase diagram at constant temperature we express the tensor h as

follows: h = h1(1/3I – � �yy) + h2(� �zz– � �xx) + h3(��xz+ � �zx), where I is the unit tensor. Here we

choose the plane h2 = –h1, for which fs = –2h1Qxx – 2h3Qxz. The phase diagram corre-

sponding to this particular choice of surface fields and to the temperature T = T* is

shown in Fig. 2. For h1 > 0 and h3 � 0, fs favours Qxx > 0 and Qxz � 0. Thus, the only sta-

ble phase in this region is the symmetric tilted phase. For h1 less than some h1c < 0,

there is a region of stability of the asymmetric tilted phases. In this region, none of the

off-diagonal components of Q vanish. For h1c < h1 < 0 and h3 around zero, the

antisymmetric planar phase is stable. These two regions are separated by a line of crit-

ical points, at which the difference between the asymmetric tilted phases disappears,

i.e., Qxy and Qyz vanish. Qxy and Qyz also vanish at the asymmetric tilted-symmetric

tilted transition, which is also continuous.

Since the phase diagram is presented in the space of surface fields, for a fixed tem-

perature, different values of these fields correspond to different substrates. This

resembles the experimental situation with SiOx films evaporated under oblique in-

cidence, where different types of anchoring are obtained by changing the incidence
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Figure 1. Schematic picture of all types of anchoring discussed in the text. The xz plane is the mirror sym-

metry plane. � and  are the polar and the azimuthal angles, respectively. In the antisymmetric

planar case, the orientations �n and – �n are equivalent. In the asymmetric tilted case, �n and its

mirror image with respect to the xz plane correspond to the same free energy.



angle. Comparison of the experimental results with the predictions of the Landau-de

Gennes model shows that an increase of the incidence angle has the same effect as an

increase of the xz component of h.

III. A GENERALIZED YOUNG CONDITION AT THE
NEMATIC-ISOTROPIC-SUBSTRATE CONTACT LINE

When two fluid phases coexist in presence of a solid substrate one can observe a

three-phase contact line [20,37]. In equilibrium, the contact line must be at rest, and

the balance of forces due to the three surface tensions leads to the famous Young con-

dition. In the case of the nematic-isotropic-substrate contact line

�IS = �NS + �NIcos�c (3.1)

where �IS, �NS and �NI denote the surface tensions of the isotropic-substrate, the ne-

matic-substrate and the nematic-isotropic interfaces, respectively. �c is the contact
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Figure 2. Phase diagram in the (h1, h3) plane, for h2 = –h1 and T = T*. The dashed lines show the continu-

ous transitions. In the asymmetric tilted region, two asymmetric tilted phases coexist. The dif-

ference between these two phases disappears along the lines of continuous transitions to the

antisymmetric planar phase or the symmetric tilted phase.



angle at which the NI interface is tilted with respect to the substrate at the contact line.

If 0 < �c < �/2 wetting of the substrate by the nematic phase is partial. The contact an-

gle is a macroscopic concept. In general, there exists a core region in the vicinity of

the contact line, in which the tilt angle of the fluid-fluid interface can differ from �c.

However, a well defined contact angle is measured provided the distance from the

contact line is large compared to the size of the core region but small compared to the

radii of curvature of the droplet. The excess free energy of the inhomogeneous region

around the contact line is known as the line tension [37]. The line tension in simple

fluid systems, in particular, its behaviour close to the transition from partial to com-

plete wetting, has been studied by several authors [38–42].

In model studies of the inhomogeneous contact line region, it is convenient to ne-

glect all curvature effects and consider the geometry of a liquid wedge rather than a

drop. Thus, the system is homogeneous along the contact line, which is now a straight

line. We choose the y axis to be oriented parallel to the contact line. In the remaining

two directions the system is inhomgeneous. The distance from the contact line is mea-

sured along the x direction, while the z direction is normal to the substrate. Here, we

consider three possible configurations of the director field when anchoring at the NS

and the NI interfaces is either planar or homeotropic (see Fig. 3). In all cases pre-

sented in Fig. 3, �n is in the plane of the figure (the xz plane). Note that if anchoring at

both interfaces was planar then the orientation of �n parallel to the contact line would

be energetically favourable.
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Figure 3. Schematic picture of the asymptotic director field for the liquid wedge geometry. Anchoring at

the NS and the NI interfaces is, respectively, (a) homeotropic and homeotropic, (b) homeo-

tropic and planar, (c) planar and homeotropic.



An elastic deformation of the director field decays inversely proportional with

the distance between the interfaces and, in consequence, also with the distance from

the contact line. Because of this slow decay, the following interesting questions arise.

(1) Is the Young condition modified due to the deformation of the director field? (2)

How does this deformation influence the local tilt and the shape of the NI interface?

(3) What is the effect of the elastic forces on the line tension? Another interesting

question concerns the structure of the liquid crystal in the core region, however, we do

not consider this problem here.

To answer these questions we assume the Landau-de Gennes model in the form

presented in section II. Note that anchoring at the NI interface depends on the sign of

L2 + L3. If it is positive planar anchoring is stable, otherwise anchoring is

homeotropic. These are the only stable configurations in the Landau-de Gennes the-

ory [43]. Here, we follow the method of Kerins and Boiteux [44], who applied

Noether’s theorem [45] in their studies of an inhomegeneous multi-component fluid

system, by means of the van der Waals theory, to derive the Neumann triangle condi-

tions. We note, however, that Rey using an alternative approach in [46,47] has re-

cently derived a generalized Young equation for the nematic-isotropic-substrate

contact line. In [48], we present our approach based on Noether’s theorem in more de-

tail as well as the comparison with Rey’s results.

According to Noether’s theorem if the free energy density is invariant with re-

spect to an arbitrary translation in the x-direction then one can construct a two-

dimensional field of vanishing divergence, provided that the tensor Q satisfies the

Euler-Lagrange equations. Since we consider a homogeneous substrate we can apply

Noether’s theorem to obtain the force balance equation. The field in question can be

expressed in terms of a stress tensor defined as follows

� ��kl

e

kl

k ij

l ijf
f

Q
Q	

�

� �
�

( )
(3.2)

where 	kl is the Kronecker 	. �e is a natural generalization of the Ericksen stress tensor

[1], defined originally in terms of the director field, to the interfacial regions, where

also order parameters change. Now, for Q satisfying the Euler-Lagrange equations,

the condition of hydrostatic equilibrium in the x direction follows:

� �x z zx

e

xx

e � ��� 0 (3.3)

To derive the Young condition we proceed as follows. (3.3) is integrated over a

large but finite two-dimensional domain A containing the contact line, and then it is

transformed into a contour integral over the boundary �A. In principle, �A can be an

arbitrary contour. However, in order to obtain meaningful physical quantities from

the integral we assume the contour presented in Fig. 4. In the limit of infinite domain
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the Young condition follows. An analogous procedure was applied by Kerins and

Boiteux [44] to a simple fluid system to derive the Neumann triangle conditions. In

the case of liquid crystals, it is reasonable to consider a domain whose boundaries are

at some large but finite distance R from the contact line, where the interfacial and bulk

regions are well defined. Since the deformation of �n in the bulk nematic phase decays

very slowly with R we expect that this should have some effect on the balance of

forces. Indeed, an asymptotic analysis for large R leads to the following force balance

equation

� � � � �
� �

��
�NS IS NI R R

NI

NI

el� � � � �cos sin
'

0 (3.4)

where �R denotes the local tilt angle of the NI interface. The last two terms are spe-

cific to liquid crystals and have no counterpart in simple fluid systems. They vanish,

however, when R � �. Then, the Young condition for �c = limR � � �R is recovered.

However, for large R, they give contributions of order R–1. The first of them is due to

the anchoring energy at the NI interface, where � NI

' defines the director orientation

with respect to the interface normal. Its presence in (3.4) means that apart from the

usual tension acting parallel to the interface there is also a force of interfacial origin

acting along the interface normal. Since the NI interface is tilted this force has a

non-vanishing x component. The last term, denoted as �el, represents the contribution

to the contour integral due to the deformation of the director field in the bulk nematic

phase.

From (3.1) and (3.4) we obtain the leading contributions to the local tilt of the NI

interface as a function of the distance from the contact line:

Anchoring, wetting and symmetry-breaking surface... 471

Figure 4. A fragment of the domain A considered in the text. The boundaries of A are shown as paths

(1)–(4). The remaining boundary closing the contour �A in the bulk isotropic phase is not

shown. The point (R, lR) is on the NI interface, and �R denotes the local tilt angle. The axis z� is

normal to the NI interface at x = R.
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where K is the average of the splay and the bend elastic constants, and !�a =� NI

' – �NS

is the difference in anchoring directions at the NI and the NS interfaces, measured

with respect to their normals. (3.5) clearly shows that the shift of the tilt angle with re-

spect to �c depends on the type of anchoring at each interface. In the case of

homeotropic anchoring (� NI

' = �NS = 0), �R < �c, whereas in the case of mixed anchor-

ing (� NI

' = �/2, �NS = 0 or vice versa), �R > �c. The position of the NI interface over the

substrate, lR, can be obtained from (3.5) via the relation dlR/dR = tan�R, hence,

l R
K R R

R c

NI c

a

c

~
/ )

tan
ln(

cos

0�
� �

�

�
�

�

�
��

�

�
�� �

�

�
�
�

�

�2
1

2

!
 
 
� l0 (3.6)

where R0 is a cut-off length, and l0 is the integration constant. Note that for large R, lR

deviates logarithmically from linear asymptotic behaviour expected for simple flu-

ids. It is of interest to estimate the characteristic length scale K/2�NI, which appears in

(3.5) and (3.6). Using the data for 5CB [49]: K = 2.1"10–7 erg cm–1 and �NI = 1.5"10–2

erg cm–2, we find K/2�NI = 700 Å.

Finally, there remain the question about the line tension, #, which is the excess

free energy due to the presence of the contact line. The prescription for calculating # is

as follows [37,39]. Consider the excess free energy (over the bulk value) per unit

length of the contact line of a two-dimensional domain of linear size R, containing the

contact line. For large R, the dominant contribution comes from the interfacial ten-

sions and it is proportional to R. The next order contribution is due to the line tension,

and there are also lower order contributions, which decay when R � �. Thus, in gen-

eral, # is a function of R, which may tend or not to a finite value when R ��, i.e. in the

thermodynamic limit. In simple fluid systems, this problem has been studied in the

context of the transition from partial to complete wetting (see for instance [38] and

references therein). A singular behaviour of # at the wetting transition may occur if

the effective interaction between the fluid-fluid interface and the substrate is of suffi-

ciently long range. Here, although we do not study the wetting transition, we encoun-

ter a similar problem.

To study the behaviour of # in the thermodynamic limit, we have developed a

macroscopic approach analogous to the so-called interface displacement model

[41,20], introduced in the context of simple fluid systems. In the framework of that

model, one postulates or derives an effective interface Hamiltonian, which is a func-

tional of l(x), the distance of the fluid-fluid interface from the substrate. A formal der-

ivation of the interface Hamiltonian has been proposed by several authors (see [50]).

The case studied in this paper is different as the interface Hamiltonian should also

contain orientational variables [51,52], i.e. the orientations of the director at the NS
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(z = 0) and the NI (z = l(x)) interfaces, denoted by �0(x) and �l(x), respectively. Thus,

the excess free energy due to the contact line now becomes a functional of l, �0 and �l

[48]. Its minimum corresponds to the equilibrium line tension. Using this macro-

scopic approach we can rederive (3.5), which means that it is consistent with the Lan-

dau-de Gennes theory. Moreover, it is straightforward to calculate the contribution to

# due to the elastic deformation of the director field. The main conclusion, concerning

the behaviour of # for large R, is as follows: In the case of homeotropic anchoring at

both the NI and the NS interfaces, # tends to a finite limit when R ��. This is because

an increase of the bulk free energy caused by the distortion of �n is cancelled out by a

decrease of area of the NI interface, compared with linear l(x), due to the logarithmic

term (see (3.6)). No such a cancellation occurs, however, in the case of mixed anchor-

ing at the interfaces. Then, the interfacial area increases compared with linear l(x),

and for large R, # behaves like ln R, which means that it diverges in the thermody-

namic limit.

IV. SMECTIC-A SURFACE ORDERING

Smectic surface order can appear at the free surface of the isotropic phase (coex-

isting with the vapour) or at the interface between the isotropic phase and a solid sub-

strate, for some systems exhibiting a direct isotropic–smectic-A transition [53–56].

In these cases, the onset of the smectic order is compatible with the geometry of the

system, i.e. the smectic layers are parallel to the limiting surfaces. There exists, how-

ever, another possibility when the interface favours parallel alignment of molecules.

Then the smectic layers, if they were to form, should be oriented perpendicular to the

interface. To be more specific, we consider the nematic phase in contact with a solid

substrate and assume that it can undergo a direct first order transition to the smectic-A

phase. Moreover, we assume that anchoring on the substrate is planar and mono-

stable. In other words, the substrate is anisotropic and a particular direction of align-

ment in its surface is favoured, which is also referred to as homogeneous boundary

conditions. An interesting possibility arises when the nematic order at the surface is

enhanced compared to its bulk value. Although the presence of the substrate does not

help directly the formation of smectic layers it may do so indirectly, due to the cou-

pling between the nematic and smectic order parameters [1]. A similar situation oc-

curs when a bulk nematic phase is placed in an external electric field. It was shown

experimentally that the electric field can induce the nematic–smectic-A transition

[57].

To study this problem, we apply again the Landau-de Gennes formalism. Now,

the bulk free energy density, fL, depends on both Q and the smectic order parameter,

�, and is given by [58]

fL = A�2 + B�4 +CTrQ
2 +DTrQ

3 +E(TrQ
2)2 +

�2[FTrQ
2 + G( �k
Q
 �k) + H ( �k
Q
 �k)2 + L(Q
 �k$2] (4.1)
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where �k is normal to the smectic layers. fL contains all invariants up to the fourth or-

der. Since both the nematic and smectic-A phases are uniaxial, in the bulk Q has only

one independent component. Thus, we can assume that Qxx = %, Qyy = Qzz = –%/2,

where the x axis is along the preferred direction in the plane of the substrate (the xy

plane). After rescaling of the order parameters (4.1) reduces to

fL = (t + 1)%2 – 2%3 + %4 + (a0 + a1% + a2%
2)�2 + �4 (4.2)

where t measures the temperature. To ensure that the smectic order does not exist

without the nematic order, a0 must be positive. When the temperature is lowered % in-

creases, which should promote smectic ordering, therefore, we choose a negative a1.

Finally, a2 > –2 is required by the stability condition for fL. The system undergoes the

NI transition at t = tNI = 0, whereas the nematic–smectic-A transition occurs at t = tNA < 0.

Close to the surface the liquid crystal is biaxial, which means that Qyy � Qzz. Here,

however, we neglect this biaxiality and assume that the free energy depends only on

two order parameters: % and �, hence, the contribution to the free energy density due

to inhomogeneities is given by

f L
d

dz
L

d

dz
G � �

�
�

�

�
� � �

�
�

�

�
�

1

2

1

2
1

2

2

2
% �

(4.3)

Note that the elastic constants L1 and L2 should not be confused with the elastic con-

stants that appear in (2.1c). Finally, the surface free energy is of the form given by

(2.3), with only one non-vanishing component hxx = h, hence, fs = –h%(z = 0). Adding

the bulk and the surface contributions we define the excess free energy as a functional

of % and �, which is then minimized. The resulting Euler-Lagrange equations are

solved numerically. The details of calculations are presented in [59].

To study surface transitions, it is convenient to introduce surface order parame-

ters, which are the adsorptions: &% = [ ( ) ]% %z dzN�
�

�0
and &� = � ( )z dz

0

�

� , where %N is

the bulk nematic order parameter, and we have assumed t > tNA. A surface symme-

try-breaking transition corresponds to the change of &� from zero above the transition

temperature, ts, to &� � 0 below ts. Another surface transition that occurs in the system

is the prewetting or the thin film-thick film transition, at which both &% and &� change

discontinuously.

Possible topologies of the phase diagram in the (t,h) plane, obtained for different

values of the ratio L2/L1, are shown in Figs. 5 and 6. We have fixed the values of the pa-

rameters in such a way that tNA = –2. The dashed line represents a continuous symme-

try-breaking surface transition, at which the onset of smectic-A ordering with layers

perpendicular to the substrate appears. The solid line represents a first-order pre-

wetting transition. It ends at a surface critical point (t hp

cr

p

cr, ), at which the difference

between the thin and the thick films disappears. We observe three possible topolo-
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gies: (1) the dashed line terminates at the line of the bulk nematic–smectic-A transi-

tion (Fig. 5a), (2) the dashed line terminates at the prewetting line (Fig. 5b), and (3)

the dashed line is a continuation of the prewetting line, and the surface critical point

becomes a tricritical point (Figs. 6a and 6b).

Let us consider first the topology shown in Fig. 5a. When the temperature is low-

ered from tNI to tNA at constant surface field we observe five possible behaviours of the

system.

(i) For small h the system has always the nematic symmetry down to tNA.

(ii) The system undergoes a continuous symmetry-breaking surface transition at t

= ts(h) but the thickness of the smectic-A film remains finite when t approaches tNA

�

(partial wetting).

(iii) Apart from the symmetry-breaking transition there is a prewetting transition

at t = tp(h) < ts(h), at which both &% and &� jump to higher values. Both adsorptions di-

verge when t � tNA

� (complete wetting by the smectic-A phase).
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Figure 5. Surface phase diagram in the (t,h) plane for (a) L2/L1 = 0 and (b) L2/L1 = 0.01. The dashed line

corresponds to the continuous surface transition discussed in the text, and the solid line to the

prewetting transition.



(iv) If h > hp

cr then there is only a continuous transition at t = ts(h), and &%, &� � �
when t � tNA

� .

(v) For rather high values of h, the smectic-A surface order exists in the whole

range tNA < t < tNI.

For the topology shown in Fig. 5b, there are also five possible behaviours of the

system, depending on h. In this case, however, the line of the continuous surface tran-

sition terminates at a crtical end point, which lies on the prewetting line. Thus, the

lower part of the prewetting line corresponds to the thin film-thick film transition

with a symmetry change (&� jumps from zero to a nonzero value), whereas the upper

part corresponds to an ordinary prewetting transition without symmetry change.

The last possible topology of the phase diagram is shown in Figs. 6a and 6b,

which differ from each other only quantitatively. In this case, the symmetry-breaking

transition is either continuous or first order, and the first order transition is identical

with the thin film-thick film transition.
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Figure 6. Surface phase diagram in the (t,h) plane for (a) L2/L1 = 0.1 and (b) L2/L1 = 1. The meaning of the

lines is the same as in Fig. 5. Note the presence of a tricritical point instead of the surface criti-

cal point and the critical end point.



V. CONCLUSIONS AND DISCUSSION

We have discussed three kinds of interrelated surface phenomena in liquid crystal

systems: anchoring, wetting and surface symmetry breaking. From the wealth of an-

choring phenomena we have chosen the case of an anisotropic substrate. In principle,

possible types of anchoring can be obtained from a formal expansion in spherical har-

monics of the effective surface free energy treated as a function of the bulk director

[2,60]. It contains, however, unknown phenomenological parameters, the number of

which increases with the order of the expansion. We have shown that using the Lan-

dau-de Gennes model we can reproduce all observed experimentally behaviours even

with the simplest possible form of the bare surface free energy, containing only linear

coupling with the surface order parameter. However, we expect to obtain a better

quantitative agreement with experiment if also quadratic terms in the surface order

parameter are included in fs. A work along this line is currently in progress.

Anisotropy of the substrate turns out to be important for the observation of the

symmetry-breaking transition discussed in section IV. Our mean field analysis, based

on the Landau-de Gennes model, has shown that the onset of the smectic-A phase may

appear in the surface layer before the bulk N–Sm-A transition. However, it is well

known that in dimension d = 3 the smectic order is destroyed by thermal fluctuations.

The average square of the layer fluctuation amplitude, <u2(r)>, diverges in the ther-

modynamic limit, albeit very slowly, like ln L, where L is the size of the system. This

is known as the Landau-Peierls instability [1]. In consequence of this instability, the

smectic order-parameter correlation function exhibits an algebraic decay, which

means a quasi-long-range translational order [61]. In our surface problem, as long as

the smectic film is not macroscopically thick, it should be treated as a quasi-

two-dimensional system. Then the long wavelength contribution to <u2(r)> is domi-

nated by the modes with wavevectors in the plane of the substrate. In the absence of an

ordering field <u2(r)> would diverge like L (in d = 2), and the surface smectic order

predicted by mean field would be destroyed by the fluctuation effect. However, in the

presence of a surface ordering field, which breaks the isotropy of the substrate, we ex-

pect a quasi-long-range smectic order close to the substrate, as for a three-di-

mensional bulk smectic phase. This suggests that the surface symmetry-breaking

transition might be a Kosterlitz-Thouless defect-unbinding transition [62,29], where

the defects are edge dislocations [1]. In [59], we calculate the energy of an edge dislo-

cation per unit length, or the line tension, in the presence of an external field that fixes

the orientation of smectic layers far from the dislocation. We find that the line tension

does not have a thermodynamic limit but diverges like ln L. This asymptotic behav-

iour supports the defect-unbinding scenario of the transition. We note finally that in

view of a recent progress in computer simulations of hard rods at a hard wall it should

be possible to simulate the nematic phase close to the bulk nematic–smectic-A transi-

tion. It would be interesting to check whether a microscopic model can confirm pre-

dictions of the Landau-de Gennes theory.
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We have also applied the Landau-de Gennes theory to study partial wetting of the

substrate by the nematic phase at the NI coexistence. The influence of anchoring on

the shape of the NI interface and on the line tension, associated with the ne-

matic-isotropic-substrate contact line, have been investigated. It was shown that in

the case of mixed anchoring the line tension diverges in the thermodynamic limit.

Our derivation of the force balance equation implicitly assumes that the distance of

the NI interface from the substrate is much larger than the maximum of the extrapola-

tion lengths of the NI and the NS interfaces, bmax. Then the director field in the bulk

nematic phase is distorted. However, when anchoring is weak bmax is large, and close

to the contact line l becomes comparable or smaller than bmax. This means that the dis-

tortion energy of the bulk director field becomes comparable to the energetic cost of

unfavourable alignment of �n at the interface with weak anchoring. It is known that

competition between different anchoring favoured by the NI and the NS interfaces

may lead to a transition between two nematic phases, one of which is uniform and the

other has a distorted director field. This may occur when the NI coexistence is ap-

proached from the isotropic phase, and a nematic wetting layer grows [28]. Only if is

the wetting layer sufficiently thick the director field becomes distorted. Although we

consider partial wetting, we also expect qualitatively different behaviours of the di-

rector field in the asymptotic regions: l >> bmax and l << bmax. Therefore, it would be

interesting to study the vicinity of the contact line in more detail, which we defer to fu-

ture work.
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